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EXECUTIVE SUMMARY 

This paper is part of an overall cost management ~nd con

trol project directed towards the major contractors of the 

Naval Air Systems :ommand (NAVAIR). Tha purpose of this re

port is to analyze overhead c:>sts at tw:> contractors in an 

a<:temp": to determine, if possible, m:1jor causal fac'tors 

which may affect overhead in these two firms. This report 

~ep::esents only part of the desc::ipti:>n and analysis of 

overhead costs at the two selected contractors. 

The development and discussion of descriptive models for 

the two contractors is contained in a Naval Postgraduat-e 

s c ho o 1 ( ~ P s) 

1983 (Stevens 

Master's thesis which was completed ~n June 

(1983)). In addition to 1sveloping descrip-

tive models of the tw:> contractors and presenting ~he da'ta 

which are used in this ::eport, Stevens applied the PIECOST 

model to the two contractors and compare1 those results with 

the results con'tained herein. His comparisons indicate that 

~he data catsgorization and modeling pro=edures presented in 

this paper offer a better means for analyzing overhead cos~s 

than do9s PIECOST. 

Othe:: work which also forms part of this overall effort 

is an NPS Master's thesis dealing with the evaluation of 

compensation levels in the aerospace indust::y which also was 

completed in June 1983 (Becker (1983)). Becker did not use 

any of ":he proprietary data on which this report is based 

bu't, instead, used publicly availabl~ da'ta to compare wage 
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levels among .:.nd ustr i ss, concen~~ a ~ing ~n : ha ae~ospace in -

dus-:::y i n pa~ticulaz:. Ad ditiona lly, he provi de d a c~ns1:ruc : 

which may be used ~~ pursue fur1: h g~ i~v:st.:.gati on o f wa ge 

levels in the aerospace industry. 

The statistical models for analyz ing )Verhead cos ~s whic h 

are p~esented in this paper have yielded, in gene~al, ~xcel-

lent structu~al results. Ad j7..tionall y, ~ r: di.c~ iv e analyses 

are undertaken of ~he best s1:ructural m:::ld els. Th ese pre-

dictive analyses show that reasonable pr: d i.c-:ions ar a possi 

ble for one co~t::acto:: and that excell: n t pred ic:.:. ons are 

available fo:: 1:he other. These rssults i nd i.ca:e t ha : ~ his 

:n:ire procedure :nay yield fruitful resul:s whe n a ppli~d ~o 

other con tractors. 

A comparison of the structural resul:s f or th<:? -: wo co!'l 

tz:actors sho'wiS t hat they have stat:.stica lly :.ndistinguisha 

ble variable -:otal overhead costs whe n us ing di.rect persor.-

nel as the explanat ory vari.able. r his indica:es that, 

despite t he differences in overal l s : r uc:ure of t h e ~w o 

firms, ther: is a g r e a t sim ila r .:. ty in the ou1:co mes of the 

personr:e l assignment and costing process:s. 

It is seeu ~ h at c omputer-r el a t ed cos:s are noi: explai.na

bl e usi. ng any o f the variab l es a vailabl: fr om t his sample . 

co~1:rary to general percep"tions , !.., i.s s?e n t hat t hese costs 

d id not accoun1: f~r a n i ncreas :.ng p r~ ~ ~=tion of o ve~h ead 

costs over t he p eri od o f t his s a mple. 
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The resul~:s indicate that overhead, a~: least for this 

sample, tends to follow variaticns in output levels. This 

suggests that a production-function a~alysis of these and 

similar firms may offer an alternative to the more tradi

tional approaches for modelir.g the cos~ at~:ributes of these 

firms. The production-function apFroach offers the capabil

ity to directly ~stimate and predic~ all of the in~eresting 

cos~: attritutes of the firm. More rese~rch is necessary in 

this are~ to evaluate the advantages and disadvantages of 

the alterna~ive app=oaches for estimating ar.d predic~ing 

costs of these and similar firms. 
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current methods for es~imating ove=he ~d costs ger.~=ally 

rely upon the use 'f estimated overhead ra~es which a=e th~n 

applied to estimated labor hours or cos~s in each of s~ver~l 

functional categories, such as eng~neerilg or manufacturing. 

T'tal overhead is then obtained by summing across all th~ 

functions. This approach is not entirely satisfac~'ry si~c= 

changes in operating ra~es cause changes in overhead ra~es 

which are reflectej only after a significant lag. F'r firms 

in wh~ch ou~put fluctuates significantly, this approach can 

result in poor estimates of overhead c'sts with correspond-

~ng diff~cul~ies for product pricing. In instances w~ere 

the Federal governme~t is the sole purchaser of the produc~, 

actual production costs (both direct and indirect) are im-

portant inpu~s int' the price ~nd quantity negotiation p~o-

cess. With aerospace contractor overhead comprising 30 to 

50 percent of tctal costs, ~- ;~ 
·~ -- imperative that 'verhead 

costs be estimated with grea~er accuracy. I~ als~ ~ay be 

important thdt the estimation procedure, in addition to hav-

ing excellent ~xplanatory and predictive capabilities, be 

relatively simple and (statistically) parsimonious. This 

may be necessary in 'rder that the pr:dic~ion pr,cess be 

by pe=sons with diverse backgrounds, 

e.g., statistical cost estimators and a::ounting cla:ks. 

t' est~mate overhead costs directly and, hence, 
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rect reliance upon overhead rates. Two ~xamples of this are 

provided by Martinson (1969) and Gross and Dienemann (1978). 

Martinson reclassified overhead costs from the usual func

tional categories into an input-orientaj categorization and 

then regressed these new categories of overhead costs on 

various operating variables. Current conventional wisdom 

holds that the Martinson appr~ach has baen unsuccessful in 

almost all of its subsequent trials. 

Gross and Dienemann estimate various categories of over

head costs using direct labor and materi3.l costs on a pooled 

time-series, cross-section sample of aerospace firms. The 

categories which they used were similar to those used by 

Martinson. Unfortunately, there is a ma_jor technic3.l diffi

culty with the methodology of Gross and Dianemann. Almost 

all cf their reg=ession mcdels use laggad values of the de

penden~ variable as one of the explanat,ry variables, yet 

they report only the Durbin-Watson statist~c as the measure 

of ~he degree o: autocorrelat:on present ~n their models. 

It is well-kncwn (see Judge, et. al. (1980) or Maddala 

( 1 97 7) , for example) that the use of lagged values of the 

d ependen~ variable as an explanatory variable results in an 

up ward bias of the Durbin-Watson statistic (":hat is, the 

statistic does not find autocorrelation when it is actually 

?r esent). Since it is also ~ell-known that the presence of 

posi tive autocorrelation in a regress~on model biases down

ward t he standard errors and biases upward the a-squared 
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statistic, most of t he results of Gross and Dieneman n have 

unkncwn reliatility. 

The procedures described below at~emp t ~o est~ma~e ove~-

head cos~s and various input categories o: ove~hsad cos~s 

from two aerospace contractors as functi~ns of ope=atir.g 

var~ables. This approach is similar to that of ~~~tinson 

except t~at the ~nput-oriented ca~egorie5 for ove=head cos~s 

a~e differen~ and the set of available operating va~iables 

is diffe~ent. The focus here is o~ determining ~he effec-

tiveness of a procedure which c~n be routi~ized and, ' he~ce, 

u~ilized by pe=sons with a relatively low degree of sta~is-

tical sophistication. Consequently, the ~umber of explana-

tory varibles is purposefully kept to a minimal level. 

Data were obtained from two major defense aircraft manu-

facturers wi~h their full cooperation. The data, however, 

are proprietary and are no~ releaseable. 

uniden~ifiability of ~he data ~nd results, any specific ref-

ere~ce to the two nanuf~cturers will be i~ the fo~m of con-

tractor A and cor.trac~or B. 

Prior to the obtaining of any da~a, a par~icular forma~ 

for collection of overhead cost data was 1etermined ~n order 

to assure un~formity of data categories ~cross the different 

The overhead cost data frcm the major mar.uf~c~uring 

division of ~ach of the two cont~actors were collected on a 

- 7 -



quarterly basis for the years 1978 through 1982 wi~hin this 

defined format. Other additional data p;rt~ining to produc

tion and operating characteristics of the divisions of th<: 

two manufacturers were also obtained. 

The format for overhead costs has five major c~tegor~es 

with several subcategories within each category. The first 

category, labor-related costs, has the subcategories of in

direct salaries, fringe benefits and other compensation, 

o~her personnel costs, and all other l~bor-related costs. 

The next major category, facilities costs, has the subcate

gories of dep=eciation, repair and m~intenance, leased 

equipmen~, utilities, and other facilities-related costs. 

The operations category has only one subca~egory which con

t~~~s telephone, telegraph, postage, fuels, and outside ser

vices. The mixed category, which contains costs having ele

ments of both labor and facilities, has the subcategories of 

c~ feteria, scrap sales, process tests, and independent re

s~arch and development plus bid and proposal costs. The 

last major category consists of those costs which are exter

nal to the division but intern~l to the company. The two 

s ubcategories are computer services 1nd other external 

costs. This latter subcategory is comprised of the ne~ al-

lo cations l::oth to and from other divisions and the corporate 

he ad quart e r s • Table 1 shows a detailed enumeration of this 

cate gorization. 
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TABLE 1 

Cost Categories 

A. Labor-related 
1. Indirect Salaries 

a. Cross-:> ve rs 
b. Significant labor in reFair lnd ma inten::.nce 

2. Fringe Benefits and Other compensati on 
(includes holiday, sick, and vacltion leav~s; 
severence pay; FICA and ir.su:-ar.ce con~::i butions; 
savings plan; stock awards; etc.l 

3. other Pe ::s:> nn -=1 costs 
(includes tuition and training costs; sugg~stion 
awards; travel and relocation costs; etc.) 

4. All Other Labor-related Costs 
(includes temporary personnel; :>utside hi::es; etc.) 

B. Facilities 
1. Depreciati:>n 
2. Repair and Ma inte r:ance 

a. Plant rearrangement 
b. Repair rna ter ials 

3. Leased Equipment 
4. U":ilites 

(includes heating, lighting, etc.) 
5. 0 ther Facil i ":. ies- related Costs 

(includes taxes, insurance, etc.t 

c. Operations 
(includes telephone, telegraph, operating supplies, 
expendable equipcent, FOStage, fuels, consulting 
services, protection services, etc.) 

D. Mixed 
1. Cafeteria 
2 • s c r a p s a 1 es 
3. Process Tests 
4. Independent Research and Development and Bid and 

Proposal C:>sts {IBSD/B&P) 

E. Exte:-nal to Division - In~ernal to Corporat:!.on 
1. Ccmputer services 
2. Other Allocations 

The c~tegorization presented in Table 1 is similar to 

that utilized in the PIECGST model of Ma::tinson (1969). An 
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attempt t.o r~plicate the PIECOST model :;,n this da~a set in

dicated that toth the data categorization and the modeling 

procedures generated results inferior to those prese~ted 

her43 (Stavens (1983)). 

Table 2 shows the indices utilized to convert the various 

categcries of cost data from cur:-ent to constant fourth 

quarter 1982 dollars. All indices came from Bureau of Labor 

Statistics and Bureau of Economic Analysis publica~ions, 

with the explicit indices enumerated in the table. It is 

recognized that. t.hese indices, along with almost all others, 

are imperfect, but they were selected in an at1:empt to pro

vide the tes~ measures of inflation from among all readily

a vailabls indices relevant to these particular categories. 

The operating data consist of such elements as direct la

bor hours, direct personnel, indirect personnel, direct ma

terial cost, direct labor cost, sales, and square footage of 

t he plant. The direct and indirect. personnsl are equivalent 

headcounts, i.e. actual headcounts adj~sted for amounts of 

overtime actually worked. The direct labor cost, direct ma

t e rial cost, and sales figures were converted to constant 

198 2 dollars by, respectively, the BLS SIC 3721 index, the 

Producer Price Index WPI) for materials and components, and 

the Department of Labor index for transportation equipment 

publi shed by the Bur-eau of Economic Analysis. Boi:h sales 

~nd s quare footage eventually caused statistical modeling 

problems since sales were available only on an annual basis 
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TABLE 2 

Indices Used to Convert Current to Constant Dolla::-s 

Category 

A. Labor-related 
B. Facilities 

1. Dep~Ecia~ion 
2. Repair and ~aint. 
3. Leased Equipment 
4 • utilities 
5. Othe:-

c • o pe r a t ion s 
D. Mixed 
E. E x'te r n al 

Index 

BLS SIC 3721 

GNP D S'tructures 
GNP D Servicas 
GNPD Durabla Equipme nt 
PCED Electricity and Gas 
PCE D Servic~ s 
GNPD Services 
GNP D Servic2 s 
GNP D Servicas 

BLS SIC 3721 is '":he Bureau of Labor Statis'tics price 
~ndex of wages and fringe bene:its for Standard 
Industrial Classification (SIC} cads 3721, which 
is the aircraft industry. 

GNPD is 'the Gross National Product Defla'tor for the 
indicated category and is published by the Bure~u 
of Econo~ic An~lysis. 

PCED is the Personal Consumption Expendituras Deflato= 
for the indicated category and is also published by 
the Bureau of Economic Analysis. · 

from bo'th contractors, while square foo't~ge was avai~able on 

a quarterly basis for only four years from one con~ractor. 

Annual figures were used for e~ch quarter ~n all cases where 

quarterly data were not avail3.ble. 

Tables 3 and 4 show the detailed formit for the data col-

lecticn process as well as the percentage breakdo~n of con-

stant dollar costs for each of 'the five major categories by 

quarter for each of the contractors . In summarizing the 

percentage breakdown given in Table 3, it may be se.::n for 

cont:rac'tor A tha't labor-related costs accoun'ted for between 

59 and 68 percent of all overhead cos~s over the ~wenty 
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TABLE 3 

Percentages of Tota 1 overhead Costs by Category 

Contractor A 

Categor-y 
Year and 
Quarter Lab Fac Ops Mix Ext 

781 • 6 7 .09 • 08 .05 • 11 
782 .67 .08 • 09 .05 • 1 1 
783 .6 8 .09 .08 .05 • 11 
784 .6 5 .09 .08 .06 • 12 
79 1 .6 8 .09 • 08 .06 • 10 
792 .6 6 .09 • 08 .05 • 12 
793 .66 .09 • 08 .06 • 11 
794 .6 5 • 11 .09 .04 • 11 
80 1 .6 7 .10 • 08 .06 • 10 
802 .6 5 .09 • 10 .05 • 11 
80 3 .64 • 11 • 08 .05 • 11 
80 4 .65 .10 • 10 .05 • 11 
811 .64 • 1 0 • 10 .06 • 10 
812 .6 2 .10 .10 .06 • 12 
81 3 .61 • 1 0 .08 .06 • 15 
814 .6 5 .12 • 10 .04 .08 
821 .63 • 1 0 • 09 • 0 7 • 11 
822 .64 • 11 .09 .05 • 12 
823 .59 .10 • 08 • 12 • 11 
824 .67 • 12 • 09 .02 • 1 0 

Figures may not sum due to rounding. 

quarters. Facilities costs ranged b~twean 8 and 12 percent, 

operations costs varied from 8 ~o 10 percent, mixed costs 

covered 4 to 12 percent and external costs ranged from 8 to 

15 percent. It sh~uld be noted that ex~arnal costs remained 

between 10 and 12 percent cf total overhead costs except for 

~he third and fourth quarters of 1981 when they wers 15 and 

8 percent, respectively. Similarly, mixad costs were always 

7 percen~ or below, except for the last ~hree quarters of 
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1982 '.Jhen th ey r os e from 5 pe rcent tc 12 pe:-cent a.r.d -:he::l 

declined to 2 pe=cen t. There wer e no other ap pa r ent trends 

in the data of ccntrac-:or A. One ano~aly was ~he r athe= 

large shift in labor-related expe ns e s in the f~ n a l t hree 

quarters of 1982. The percentages of tot a l overhea d costs 

changed frcm 64 -:o 59 ~o 67 over t he s e qu a.rt:rs. 

TABLE 4 

Percentages of Tot a 1 Overhea d Cos":.s by Cate gory 

c cntract or B 

Cat egory 
Year and 
Quarter Lab Fac Ops r1ix Ex-:. 

781 .63 • 12 • 09 . 08 • 08 
782 • 6 1 • 1 3 . 09 • 1 0 . 08 
783 • 6 3 • 12 • 09 . 08 • 08 
784 .66 • 14 .09 .04 .07 
791 .63 • 11 • 1 0 .08 .08 
792 .63 • 1 2 . 09 .08 .08 
793 .6 2 • 13 • 10 . 07 .08 
794 • 6 2 • 13 • 11 .04 .09 
801 .60 • 11 • 11 .09 . 08 
80 2 .60 • 11 • 12 .08 . 0 9 
803 • 6 0 .13 • 12 . 0 7 . 09 
904 • 60 • 16 • 13 .03 . 09 
81 , .57 • 13 • 12 . 08 . 09 
812 .58 • 1 2 • 12 . 08 . 09 
813 .57 • 14 • 1 2 . 07 • 1 0 
814 .57 . 15 • 12 . ou • 1 1 
82 1 .59 • 1 2 • 12 . 07 • 1 0 
822 .57 • 1 2 • 12 .08 • 1 1 
82 3 .57 • 13 • 1 2 . 08 • 10 
824 .55 • 15 • 13 . 05 • 1 1 

Figures may not sum due t o r cund i ng. 
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Fer co ntracto~ B, Table 4 shows that labor-related costs 

rang ed between 55 and 66 percent of tJtal overhead costs 

ov er the entire sample. Facilities costs ranged between 11 

an d 16 percent, Jperations costs varied from 9 to 13 per

ce nt, mixed costs covered 4 to 10 pe::::ent, and external 

cost s ranged from 7 to 11 percent of total overhead costs. 

The general trend for contractor B over the sample period 

has been to reduce the proportion going to labor-related 

c osts and to increase the proportion going ~o external, pri

ma::il·y compu1:er, costs. Although this 1:.rend is appa::ent, it 

was not found to be statistically significant. Using a ~es~ 

based on the number of runs of signs of first differences 

(G.:.bbons ( 1976)), the significa nee probability for t.he one

t ailed test against ~he presence of a 1:.rend was 0.39. 

~QDE11M~ ~~!Bl~~LY Q!]Btl~JY ~Q§l~ 

Sequential cost and operating data, as with most other 

-c:.me ser ies data resulting from firm operations, can be ex

pec~e d t o ex hibit some level of autocorrelation. This is 

be ca use firm expenditures from period to period are not to

~ally r a n dcm but tend to change relatively smoothly. Conse

quently, t he er~or process of a time series-based statisti

cal mo dal o f t he costs of a firm doas not exhibit the 

desired (nor mal) random s-tructure but, :.nstead, exhibits a 

s-tructure in which errors in one period tend to be related 

":o errors in ether pe r iod s. Alt hough the presence of some 
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form of autocorrelation in the residuals of a reg:-~ssion 

mod'=l doss not create any problems in obtaining unbiased es

t~mates of t~e regressio~ coefficients ~hemselves, ~~ do~s 

rssult in biased estimates of the stan dard errors of the re

gression coefficien-:s. Hence, any hypotnes~s test.s which 

=ely upon e~ther the standard errors J!' functions of ~he 

s":.andard errc:-s may =ssul"t in erronsous conclusions. This 

includes the standard t tests for the statis~ical signifi

ca nee of the difference of the regression coefficient value 

from zero. Consequently, it is desirable to obtain not only 

unbiased estimates of the regression coefficients but also 

unbiased estimates of their standard errors. 

First order autocorrelation occurs when the errors of the 

model a=e related to the errors in the adjacent, pr~or peri-

od s. The errors are said 't.O follow a first order au~ore-

g r e s s i v e , or A R ( 1) , p roc e s s. Y e a r 1 y cost. a ::1 d o per at i r. g d a-:. a 

tend to have 8rrcrs which follow an AR(1t process. Th.; us~ 

of quarterly data, however, may cause th= autocorrela~icn to 

take on a special form. Instead of s-:an dard, fi=s:. o:-der 

autccorrelat~on, one 'iould expect ~o enco unter a special 

form cf fourth order autoccrrelation (Wall~s 1972)). ?lots 

of t~e raw data confirmed that this form of au~ocor=ela~icn 

is pcten~ially present since, within eacn year, there was a 

clearly discernible tailing off of expenJitures toward the 

final quarters. This pattern is a typical o~e for organiza-

tions which operate in an environme nt .:>f known, binding 
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budgets with all funds available at the beginning of the 

budget period .. 

The general model utilized in this analysis is of the 

f orm 

y = X s + E , ( 1) 
t t t 

E = p E + n , t=1 , • . •, T (2) 
t 4 t-4 t 

wh ere Xt is, in general, a Txk matrix anj 6 is a kx1 vector. 

The y t are overhead costs, either total or some category, 

and the X t are operating variables, such as direct person

nel. The errcr component of the model, e:t, has the specific 

s tructure indica~ed by equation (2), whe.t:'e nt has the zero

mean and constant-variance properties usually assumed for 

th e error compon~nt of a regression model. Note that this 

model assumes a special form of the gene.t:'al fourth-o.t:'der au-

t oregressive (AR (4t) process. The general AR (4) process can 

b '3 wr i t ten as 

E = p E + p E + p E + p E + n • (3) 
t 1 t-1 2 t-2 3 t-3 4 t-4 t 

The for m o f the AR(4) process used here ~ssumes that the ef-

fects of the prior three quarters are negligible compared to 

t he effe c t of the correspcnding year-earlier quarter. 

Afte r selection of the independent va.t:"iable(s) for a par-

ti cular model , t he general procedure was to fi=st perform an 
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OLS =9gression on the untransformed data and ~est f o r t he 

presence of th~ above form of the AR(4) process ~n ~he resi-

duals. F c 11 owing w a 11 is ( 19 7 2) , the t :s ~ statistic can be 

written as 

where 

.... 

d = 
4 

e = 
t 

y = 
t 

T 
I (e 

t=5 t 

2 
- e ) 

t -4 

------------
T 2 
I e 

t=l t 

y - y 
t t 

.... 
X s, and 

t 

(4) 

S is the estimator of S obtained from the OLS regr~ssion in-

1icated by equat:.on (1). This test and test. s'tat. ist ic is an 

~xact analog to the Durbin-Wat.scn test ~ nd test stat~stic 

which used fer an AR(1) p::-oces.s. Tables of the upper 

~nd lower critical points of the distributiJn of d4 ~=e gii-

en by Wallis for the above type cf moie l. rhs critical 

poin~s for a ninety-five percent con:i dence level w~th twen-

ty observations and a single explanatory variable (plus a 

constant) are .924 (lower) and 1.102 (upper). Values of d4 

which are larger than the upper cri~ic~l point. indicate the 

absence of "=.his AR(4) precess in t.he residuals. Values o f 

a
4 

which are smaller t.han the lower crit ical poi~t indica~~ 
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~h~ pre sence of 't.his AR(4) process in the residuals. Values 

of d4 which fall between the upper and lower critica l points 

indicate inconclusive results. 

If the test reveals the presence of tb.is AR(4) process in 

th e residuals, then the model must be reestimated using a 

t ransformed version of the original data. The data are 

tr ansformed as 

* 2 
y = y (1 - p ) , t=1,2,3,4 , 3.nd ( 5) 

t t 4 

* y = y - p y , t= 5,. . . , r. (6) 
t t 4 t-4 

Each o f these transformations requires an estimate of p 4 • 

Alth ough there are a number of ways to estimate this parame-

'": c;r, on ly the three most straightforward techniques were se-

l ected h:re because of the potential requirement that this 

c;nti re procedure be replicable by persons with relatively 

lo w levels of statistical sop his tic at ion. Judge, at. al. 

( 1 98 0 ) derives these three estimators for the case of an 

AR ( 1) pro cess. 

The fi rst est i mate of p
4 

is 

T 

2: e e 

* t=5 t t-4 
= , 

p4 --------T 2 
(7) 

2: e 
t=l ... .... 
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where e is ~he residual from the OLS reg::essior. i:1 e qu a-:ion 
t 

(1). This estimator is the sampl-e corre l at.: on coefficient. 

when the populati~n autccorrelatio:1 process is given by 

equation (2). The second es"":.imate of P4 is 

T 

l: e e 
t=S 't t-4 

p = (8) ---------4 T 2 
l: e 

t=S t 

This estimator is identical to t~at ob~ained as the astima-

tor of P4 in the regressicn indicat-ed by equation (2) and is 

* bounded from below by p 4 • The third estimate of p 4 is 

p = 1 - • Sd (9) 
4 4 

This estimator is derived from equation (4) via equation (2) 

and asymp~otic argument.s. Note that the value of this esti-

mater .:s easily obtainable from t.he value of the tes~ sta-

t.istic calculated from equatior. (4). 

Each of ~bese estimators was calculated f o r reg ::e ssions 

involving the total and major categories of overhead cos":.s. 

The calculation of p4 from a regression yield e d an es-:imated 

st.andard error for this estimator. In a ll cases, the three 

estimato::s were well within two st.anda rd e::r ors of e:ich oth-

-er using -the estima~ed standard err or of p 4 • Be c a use o f i-:. s 

ease of calculation, p 4 is the recom mended estimator and 

only its values are reported. 
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After 8ach model was reestimated using the t=ansformed 

da t a of equations (5) and (6) 3.nd the estimator of p4 giv~n 

by equation (9), the model was checked fo= the p=esence of 

fi rs t order autocorrelaticn using the Durbin- Watson statis-

ti c. In all cases of interest and in almost all other cas-

~ s, this check indicated that there was no first order auto

correlation still present in the regressio~ residuals after 

the removal of the special form of fourth order au~ocorrela

tion presented above. 

~1liY~TURA1 !NALISIS 

The procedures out lined in the previous sect ion will be 

:1 1ustrated in d€tail using total overhead costs from each 

of the twc contractors. All statistical results will be re~ 

ported to th=ee significant digits. Folloiiing these illus

tratior.s, the final results for the major categories for 

each contractc= will be presented and discussed. 

All of t he results reported here utilize total direct 

perso nn el as the explanatory variable. Other explanatory 

va riabl es such as di=ect labor hours ani direct labor cost 

al so produced reasonable results. In a fsw cases, those re

sults were marginally superior to the results reported here, 

but di r ect perso nne l outperformed the others over the entire 

=ang e of c ost ca tego:r ies. 

Th ere e xis t s a perception that, both in general and in 

the two c ases consi dered here, computer costs are a growing 
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p::opcrtio n of to1:al over h.:ad c os ~ s. This pe =ception ex~sts 

despite 'the statis ~: ical result re po::ted above ·1hic h showed 

~hat the::e was no trend over t hi s pa rticular :~ve ye ~~ pe::i-

od for these two firms. In an effort to ve rify t h is pe:::c ep-

tion, several attemp~s ~ere made t o moi e l computer costs . 

Computer costs were treated as fu nct i ons ~ f, alternatively, 

total personnel, direct labor hours, di rect l a bo r costs , and 

several other operating variables. All such a t 'te mpt s y~eld -

ed very poor statistical results. Addit ion a l ly, r at es o f 

change of computer costs ~ere treated as funct~ons of seve:: 

al ope:::ating variables as well as rates o f change of th ose 

variables. Again, all such attempts yi: ld ed very poo r sta-

t~stical results. 

Table 5 presents the resul'ts of these procedures app li e d 

'tO the regression of total overhead costs for contractor A 

(TOTOHA) upon total direct personnel for contractor A 

(D IR PER A) • The results of the regress~ on on the original, 

untransformed data indicate ver:y poor res ul-:. s. The adjus t ed 

R-squared is near zero a~d the F-stat~s't ic is :ar below the 

five percen't criti::al value of 4. 41, wh i ch in dica'tes -:hat 

the regression equation is ex plai n~~g ve:y litt le beyond the 

mean of ":he dependen t variab l e. Addi'tiJnally, the standa::d 

errors of the two coefficient s a r e relative ly large in com

parison to the coefficient estima t e s. r he value of ~he Du::

bi n-Watson statistic i ndi ca tes that no :: l aa r conclusion may 

be drawn concerning the prese nce of :irst-orje :: autoco::r=la-
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TABLE 5 

Model: TOTOHA = a + b DIRP ERA 

Standard Error of the Regression: 
Adjusted R-Squared: 
F- Statistic: 
Durbin-Watson Statistic: 
Estimate of a: 

standard Error: 
Estima~e of b: 

standard Error: 

* E s ti mate of P 4: 

Es t i m ate o f p : 
Standard ~rror: 

"' Es t i mate o f p 4: 

Standard Error of the Regression: 
Adjusted R-Squared: 
F- Statistic: 
Durbin-watson Statistic: 
Estimate of a: 

Standard Error: 
Estimate of b: 

Standard Error: 

Untransformed Da~a 

15000. 
• 0122 
• 770 

1. 26 
156000. 

75200. 
5. 30 
6. 04 

• 431 

• 538 

• 777 
• 196 

• 784 

Transformed Data 

8030. 
• 941 

307. 
1.92 

18000. 
3420. 

13. 8 
• 787 

tion since it falls between the upper and lower five percent 

cri~ical pcints of 1. 41 and 1.20. 

Upon testing this model for the presence of the special 

form of fourth-crder autocorrelation discussed above, the 

null hypothesis of no four~h-order autoc~rrelation is clsar-

ly rejected since the calculated value of d 4 is below the 

upper and lower five percent significance points of 1. 102 
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and 0.924 (see Wallis (1972)). The t hr:e ~ lternative est~-

mates of p
4 

are c~lculat~d and can be see n to be s~atist~-

cally close. The data were then transformed as dasc~ibed 

above and the model was reestimated. 

The regression results for the transf)rmed data s ho w that 

":he~e is indeed a great deal of inform~tion co ntaine d in 

1:his model of ovet:'head costs. The R-s~uared value is ap-

preaching unity, and the F-statistic indicates that this 

model contains significantly more information ~han the mean 

of tctal overhead costs. The standard er~ors of the est:.-

mated coefficients are r~latively small in compa~ison to the 

coefficients and the Durbin-Watson statis1:ic indica":ss tha": 

no first-ord:r autocorrelation rema:.ns in ~his model. In 

summary, the regression model using tr~nsformed dat~ yialds 

excellen1: results, but the adjustment f)r this special form 

of autocorrelation clearly is necessary in order to obtain 

these results. 

Tabla 6 presents the results cf the procedures described 

in the previous section when they are applied ~o t he r egres-

sion of total overhead costs for contractor B (T OTOHB) upon 

total direc1: personnel for contractor B (DIRPER B). rhe 

sults ar== very similar "tc t.hose present.e d i :1 Table 5 for 

contractor A. Very poor results were obta ined using un-

transformed data, the presence of thi s special form of 

fourth-order autocorrelation was indicated clearly by the 

t:st, and excellent results were obta:.n e d using transformed 

data. 
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TABLE 6 

Mod~l: TOTCHB = a + b DIRPERB 

standard Error of the Regressi~n: 
Adjusted R-Squared: 
F- statist i c: 
Durbin-Watson statistic: 
Estimate of a: 

standard Error: 
Es~ima~e cf b: 

standard Error: 

Estimate of d
4

: 

E s ti mate o f p 
4

: 

Estimate of p : 
Standard ~rror: 

Standard Error of the Regressi~n: 
Adjusted R-Squared: 
F- Statistic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
E s ti mate c f b : 

Standard Error: 

Untransformed Data 

9311. 
• 444 

16. 2 
2. 06 

-22700. 
5 5800. 

15. 7 
3.90 

• 326 

• 621 

• 706 
• 138 

• 837 

Transformed Data 

4920. 
• 966 

546. 
1. 44 

5300. 
2270. 

13. 0 
• 556 

Tatle 7 presents the results of the modeling of all the 

major ca't.egories of overhead costs for =ont:-actor A. The 

f~rst ~odel in Table 7 reproduces the results using trans-

formed data from Table 5 • This model may be written as 

TOTOHA = 18000 + 13.8 DIRPERA, 

and, since all cos't.s are measured in thousands of dollars, 

i t may be inter~reted as indicating that there is a fixed 
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component of total overhead costs (when ~ func~ion of c~rec~ 

person~el) of appr~ximately $18 million, wi~h each additicr.

al direc~ person costing about $13,800 ~n total ~verhead 

costs. 

The second model in Table 7 gives the resul~s using 

t=ansformed data of the regression of labor-related ~ver head 

costs (LABORA) on direct personnel. This model expla ins la

bor-related overhead costs at least as well as the previous 

model explains total overhead costs. It indicates that 

there is a fixed component of labor-rel~ted overhead cos~s 

of approximately $9.39 . million and that each addi~ion al d~

rect person costs about $9,590 in lab~r-related ~verhead 

costs. 

The ~hird model of Table 7 gives the results of the re

gression of facilities-related overhead costs (FACA) on to

tal plan-r.-wide square feet (SQPOTA). rhe test for fourth

order autoco=relation indicated that it was not present in 

":his model; the reported results are based on un~ransformed 

data. This model doas not explain the da:.a as well as the 

first two models. A reasonable explana~ion may be that 

square footage was not available by qua~ ters for the first 

year of the sample (the same value was used for each of the 

first four quarters), so that the variation in facili t ~es 

costs was necessarily unexpla~ned in those quar-ters. The 

R-squared value states "t-hat ":he model is able to explain 

only about 80 percent of the total va=iati on of facilities 
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TABLE 7 

Regressions for Contractor A 

Model: TOTOHA = a + b 
Standard Error of the Regression: 
Adjusted R-Squared: 
F- Statistic: 
Durbin-Watson Statistic: 
Es t i mate o f a : 

Standard Error: 
E s 1:i mate o f b : 

Standard Error: 

Model: LABORA = a+ b 
Standard Error of the Regression: 
Adjusted R-Squared: 
F- Statistic: 
Durbin-Watson Statistic: 
E s ti mate o f a : 

Standard Error: 
Estimate of b: 

Standard Error: 

DIRPERA 
8030. 

• 941 
307. 

1. 92 
18000. 

34 20. 
13.8 

• 787 

DIRPERA 
5640. 

• 942 
311 • 

1. 54 
9390. 
2640. 

9. 59 
• 544 

Mode 1 : F A C A = a + 
Standard Error of the Regression: 

b SQFOTA 

Adjusted R-Squared: 
F-Statistic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
Estimate of b: 

Standard Error: 

Model: OPSA = a + 
Standard Error of the Regression: 
Adjusted R-Sq ua red: 
F- Statist. i c: 
Durbin-Watson statistic: 
Est i m a'": e of a: 

Standard Error: 
Estimate of b: 

Standard Error: 

b DIRPERA 

1220. 
• 803 

78.3 
2. 24 

-9260. 
3500. 

6. 84 
• 774 

1530. 
• 645 

35.4 
2. 74 

5110. 
855. 

• 879 
• 148 

Mode 1 : M I X ED A = a + b DIRP ERA 
4080. Standard Error of the Regression: 

Adjusted R-Squared: 
F-Statistic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
Estimate of b: 

Standard Error: 
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2730. 
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• 580 
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Table 7 (continued} 

Model: EXTDIVA = a+ b 
Standard Error of the Regression: 
Adjusted R -squared: 
F- Statistic: 
Durbin-Watson Statistic: 
Estima-:e of a: 

Standard Err-or: 
Estimate of b: 

Standard Error: 

DIRP ERA 
34 20 • 

• 0666 
1. 28 
2. 16 

4970. 
17100 . 

1. 56 
1. 38 

costs. 'Ihe model indicates that ther-: ·is a negative fixed 

cost compon~nt for facilities cos~s as a function of square 

footage. This is an im~lausible result but will be dealt 

with more fully bel~w. However, it also indicates that each 

additional squa::e foot results in about $6.84 of additional 

facilitiss costs. 

The fourth model of Table 7 presents the results of the 

regression cf o~erations-rela~ed overhead costs (OPSA} on 

direct personnel. The reported results are based upon 

transformed data since the presence of f~urth-order autocor-

relation was confirmed. This model is able to explain only 

about 64 percent of the tctal variation in operations costs, 

and the Durbin-Watson statistic falls in the inconclusive 

:-egion. However, the coefficient estimates are and their 

standard errors are quite good and indicate ~hat there is a 

fixed component of approximately $5.11 million and a vari-

a b 1 e com p o n en t of a p p ro xi mate 1 y $ 0 • 8 8 f o c o per at ions- r e 1 a ted 

overhead costs as a function of direct personnel. 
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The final two models of mixed (MIXEDA) and external 

(EXTDIVA) overhead costs in Table 7 sh:>w very poor fits ~o 

the data. In addition tc very low R-squares and very low 

F-statistics, only very lew confidence may be placed in the 

coefficient estimates. Hence, there is very little informa

tion con~ained in these last two models. I~ should b~ noted 

that the model for mixed overhead costs =on~ained a signifi

cant amount of fourth-order autocorrelation while the model 

for external overhead costs did no~. rhe results r~ported 

are those using transformed data for the former model and 

untransformed data for the latter. These results for exter

nal ccsts are net surprising sir.ce these are costs which 

have been allocate:l both to and from these units. There-

fore, these external costs would be correlated with other 

variables only through the allocation bases. 

Direc~ personnel was not the only independent variable 

used in attempting to model the various categories of over

h8ad cos~s. Both direct labor hours (DLHOURA) and direct 

labor costs (DLCOSrA) proved to yield similar s1:ructural re

sults to those of :lirect personnel for most of the overhead 

categories. The following are the equations resulting from 

using to1:al overhead costs and labor-related overhead cos~s 

as de pen dent variables: 

TOTOHA = 22300 + 0.0282 DLHOURA, 

TOTOHA = 23400 + 1.92 DLCOSTA, 

LABORA = 12400 + 0.0196 DLHOURA, and 

LABORA = 127 00 + 1. 34 DLCOSTA. 
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T h e e qua t ion f i ~ s we r e v e r y s i rn i 1 a r t o t h o s .a i n T a b 1 e 7 for 

":he corresponding models. It should ba noted that, as ex

pected, direct lab~r h~urs and direc": lab o r costs are h:..ghly 

co r r e la t 9 d • 

Table 8 presents the results of the modelin g of all the 

major categories of overhead c~sts for c~nt::act o r B. Th es8 

rssults are simila:: to those in Table 7 • In Table 8 , t her -e 

were three cases in which fourth-order autocorrelation was 

s:..gnifican~ly present and which required transforma~ior. of 

the data and reestimation. These cases were the models fo:: 

total ov~rhead costs, labor-related overhead cos~s, and mix-

ed overhead costs. The results reported fo:: the remainin g 

three models are based upon the use of untransformed data. 

The statist:..cal resul~s fer all six of these models are, at 

the very least, acceptable and, in general, are bet-:e:: t han 

those in Table 7 for contractor A. 

There are two potential difficulties :n the use of se ver -

al of these models. First, there are negative in~ er cepts 

for five of the models. These negative ir.te::ce pt s i~ply the 

existence of negative fixed costs f~r th~sa models. As dis-

cussed above, this is i::tplausible but no-: im possible. T~ 

should be no-:ed that the mcdels are be ing fit to data which 

are very far from the ~rigin. rherefo re, these repo::ted re

sults are fully valid for the releva nt rar.ge of :he data. 

Gi.ven that five of the six models yi: ld -:hi.s ::es,!2.-:, :his 

author is inclined to believe t hat this :s -:he pro?e:: inter

pretation cf ~:!lese results. 
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TABLE 8 

Regressions for Contract~r B 

Model: TOTOHB = a + b 
s~andard Error of the Regression: 
Adjusted R-Squared: 
F-Statistic: 
Durbin-Watson Statistic: 
Estimate cf a: 

Standard Error: 
E s ti mate of b: 

Standard Error: 

Model: LABORB =a+ b 
Standard Error of the Regression: 
Adjusted R-Squared: 
F- Statistic: 
Durbin-Watson Sta.tistic: 
E s ti mate of a : 

Standard Error: 
Estimate cf b: 

Standard Error: 

DIRP ER B 
4920. 

• 966 
546. 

1. 44 
5300. 
2270. 

13.0 
• 556 

DIRPERB 
4190. 

• 956 
413. 

1. 80 
-3560. 

2630. 
8. 99 

.442 

Model: FACB = a + 
Standard Error of the Regression: 

b DIRPERB 

Adjusted R-Squared: 
F- st a tis~ ic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
Estimate of b: 

Standard Errcr: 

1870. 
• 544 

23. 7 
1. 58 

-28600. 
11100. 

3. 81 
• 78 2 

Mo:lel: OPSB = a + 
Standard Error of the Regression: 

b DIRP ERB 

Adjusted R- Squared: 
F- Sta tis--:.ic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
E s ti ma-r. e o f b : 

Standard Error: 

Model: MIXEDB = a + b 
Standard Error of the Regression: 
Adjusted R-Squared: 
F~ Statistic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
Es-r.imate of b: 

Standard Error: 

- 30 -

17 30. 
• 801 

77.5 
1. 49 

-69100. 
10400. 

6. 39 
• 726 

DIRP ER B 
1790. 

• 467 
17.6 

1. 80 
-4.60 

697. 
1. 00 

• 240 



Tab 1 e 8 (continua d) 

Model: EXTDIVB = a + b 
standa~d Error of the Regression: 

DIR PER B 
1950. 

Adjusted R-Squared: 
F-St atis1:ic: 
Durbin-Watson Statistic: 
Es t i mate o f a : 

Standard Error: 
Estimate of b: 

Standard Error: 

• 661 
38. 1 

1. 81 
-53800. 

11700. 
5.05 

• 819 

A second difficul~y is that square footage was available 

for contractor B only on an annual basis. Use of the annual 

numbers on a quarterly basis produced 3.n equation w:..th an 

R- square:i of .43, with ether results similar to the model 

reported ~n the table. This indicates that square footage 

on a quarterly basis may provide a si~nificantly superior 

model to the cne reported. 

As in the case of contractor A, both direct labor hours 

(DLHOURB) and direct labor cost (DLCOSTBI also were used as 

independent variables, and they yielde:i similar structural 

::-esults ~o these in Table 8 The followi~g equa~ions re-

sulted f~om use of the twc major cverhead cost categories: 

TOTOHB = 20100 + 0.0268 DLHOURB, 

TOTOHB = 16000 + 1.75 DLCOSTB, 

LABOBB = -2130 + 0.0196 DLHOURB, and 

L A B 0 R B = 5 3 50 + 1 • 2 2 DLCOSTB. 
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The fits were very similar to the corresponding models in 

Table 8 • 

These structural results may be used to compare overhead 

costs experienced by the two contrac~ors. This comparison 

will be made only for total overhead costs and labor-related 

overhead costs since these represent tha four models which 

yielded conclusively good results. The ~wo models for total 

overhead costs are 

TOTOHA = 18000 + 13.8 DIRPERA and 

TOTOHB = 5300 + 13.0 DIRPERB. 

It may be seen that the regression for contractor B lies 

everywhere below the regression. for contrac'tor A; not only 

does cont.rac":.cr B have a (significantlyl lower fixed cost 

but also it has a (not significantly) lower variable cost. 

The two «Cdels for labor-related overhead costs are 

LABORA = 9390 + 9.59 DIRPERA and 

LABORB = -3560 + 8.99 DIRPERB. 

A potential difficulty is that the inteccept for con~ractor 

B is negative. However, in =.ccordanc-a with the discussion 

above, this is not a serious pcoblem g~ven the range of ap

plicability of the model. Although this intercept for con

tractor B is not significantly d~fferent from zero, it is 

significantly lcwer than the intercept for contracto:: A. It 

is true here also that the regression f:>r contractor B lies 

everywhere below the regression for contcactor A. 
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The r:ader should be awar~ tha~ ~hese comparisons imply 

only that, with the same number of di=e:: t per sonnel, cor~-

tractor B exper~ences lower total overhead costs and lower 

labor-related overhead costs th~n cont:-a:::to:: A. Th:se com-

pari.sons do not imply that contractor 8 has lower overhead 

costs in the two categories than contractor A, regardless o : 

the circumstances. This cv.served differsnc~ is at least 

par'tially due to the different personnel classification sys-

tems used l:y the two contractors. 

Since the results shown in Tables 7 and 8 using ~otal 

overhead costs and labor-related overhead cos ts for bo~h 

contractors were of such high quali'ty, was de~ ermined 

that a predictive test of these regressions for each con-

tractor should be undertaken. Recall tha~ labor-related 

costs account for almost t·.ro-thirds of all overhead costs . 

The ger.eral procedure was to fit the re~::ession mojel ~o a 

sample of only the first four years (sixtaen cbservatior.s), 

predict the last year (four obse::v~t:..ons), and compare the 

p~edicted to the actual values of overhe!d cost. 

The regression model using transf'Jrmed data •as estima~ed 

exactly as above except that only the first sixteen observa-

tions were used. Based upon these estimated ::esults, the 

last four observations were predicted via the equation 

r.. 

y = p y +{X - p X ) S, t=17, ••• ,20, ( 1 0) 
t 4 t-4 t 4 t-4 
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where X is defined as in equation (1) and § and P4 are the 

values obtained fr:)m the estimation based 0:1 the first six

~een observations. These predicted valuas of overhead costs 

were then compared to the observed values of overhead costs 

us:..ng (1) a Pearson correlation cceffic:i.en-c, ( 2) the root 

mean squared forecast error, {3) the mean absolute percent-

age error, and (4) Theil's decomposition of the forecaster

ror. 

Table 9 presents the results. of fitting the above models 

for total overhead costs and l~bor-relatad cos-cs of contrac-

tor A using the procedure just described. When compared to 

the results based upon all twenty observations as shown in 

Table 7, the use of the first sixteen :)bservations results 

in only a very slight degradation of the models' power to 

explain the data. There have been chan~es in the estimates 

of the coefficients, but these changes have not been signif

icant. {The five percent critical value of the F-statistic 

·11ith six~een observations and the given model is 4.60, and 

the upper and lower five percent critical points for the 

corresponding Durbin-Watson statistic ace 1.37 and 1.10.) 

Based upon this estimation, the last four values of the de

penden-c variable are then predicted via equation (10). This 

predic"tion technique necessarily requires knowledge of the 

i ndependent variable. 
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TABLE 9 

Estimation and Prediction for Con tractor A 

Model: TOTOHA = a + b DIRPERA 

Standard Error of the Regression: 
Adjusted R-Squared: 
F-Statistic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
Es t i mate o f b : 

Standard Error: 

Prediction Results 

correlation coefficient between actual 
and predicted values 

Root mean squared error divided by the 
mean of the actual values 

Mean absolute percentage error 
(in percent) 

Th~il's decomposition of forecast error 
Fraction due to bias 
Fraction due to regression 
Fraction due to residual variance 

8100. 
• 951 

294. 
1. 90 

24400. 
4820. 

13.7 
• 798 

• 660 

• 0717 

6. 12 

• 759 
• 0336 
• 207 

Model: LABORA = a+ b DIRPERA 

Standard Error of t.he Regression: 
Adjusted R-Squared: 
F- St atis1: i c: 
Durbin-Watso~ Statistic: 
Es t i mate c f a : 

Standard Error: 
Es ti mate o f b: 

Standard Error: 

Prediction Results 

Correlation coefficient between actua l 
and predicted values 

Root mean squared error divided by the 
mean of the actual values 

Mean absolute percentage ~rror 
(in perc~nt) 

Theil's decomposition of forecast error 
Fraction due to bias 
Fra ct. ion due to regression 
Fraction due to residual variance 

- 35 -

6080. 
.944 

254. 
1. 70 

11600. 
3620. 

9. 55 
• 599 

• 355 

.0506 

4. 44 

• 788 
• 0129 
• 19 9 



The four predicted values are then compared with the ac

tual values. The Pearson correlation coafficient ~s a meas

ure of the linear association between the actual and pre-

dieted values of overhead costs. The value of .66 indicates 

that there is a reasonable tendency for the predicted values 

of total overhead costs to follow closely the actual values. 

The value of • 355 shows that there is mu::::h less of a tenden

cy for the predicted values of labor-related overhead costs 

to follow closely the actual values. 

A measure of the size of the forecast erro:-s is given by 

the ratio of the root mean squ3.red error to the mean of the 

four actual values to b8 predicted. In the case of total 

overhead cos":s, the root mean squared arror is just over 7 

percent of this mean and shows that the forecast er::ors are 

small relative to the actual values. This measure is even 

smaller, 5 percent, for labor-related overhead costs. A 

second measure of the size of the foracast errors is the 

mean absolut9 percentage error. This measure for both mod-

9ls indicates that the forecast errors are small relative to 

the actual, ol:served values. 

In a plot cf the predicted values against the actual val

ues, the spread of values around the line of perfect fore

casts (where the predicted values equal the actual values) 

y~elds i~formaticn on the possible inadequacies of the fore

casts. Theil's decomposition allows this information to be 

broken up into three elem8nts and shows the proportions of 
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the forecast error which are due to (1) bias, (2) reg=es

sion, and (3) residual variance. The bias propo::~iJn indi

cates th~ extent to which the average predicted value is 

differen~ from the average ac~ual value, the regression pro

portion indicates the extent to which i regression of the 

actual values on the predicted values follows the line of 

parfec•: forecasts, and the residual variance propor tion is 

t~e remainder of the forecast error. As long as ~he root 

mean squared error is low, small proportions due to bias and 

regression are desirsble. A detailed discussion of the 

Theil decomposition is available in Maddala (1977). There

sults for both total overhead costs and labor-related over

head ccs-:s indicate "that most of the error is due t.o bias. 

This is not very desireable, but it should be noted that the 

forecasts have completed only one cycle of the underlying 

AR (4) process so these decomposition results are not indica

tive of any long term results. 

Tatle 10 presents ~he results of fitting the above models 

for total overhead costs and labor-relat:d costs of contrac

tor B using the estimation and out-of-sample prediction pro

cedure descril:ed above. Again, 'the~e is only a slight deg

radation in the models• power to explain the data when using 

only six~een observations instead of twenty. No significant 

changes occurred in the coefficient estimat.es. 

The correlation coefficients between ictual and predicted 

values for toth models are exceedingly close to unity. Th~ 
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TABLE 10 

Estimation and Predic~ion for C'ntractor B 

Model: TOTOHB = a + b DIRPERB 

Standard Error of the Regression: 
Adjusted R-Squared: 
F- Statistic: 
Durbin-Watson Statistic: 
Estimate of a: 

Standard Error: 
Estimate of b: 

Standard Error: 

Prediction Results 

Correlation coefficient betwean actual 
and predicted values 

Root mean squared error divided by the 
mean of the act ua 1 values 

Mean absolute percentage ~rror 
(in percent) 

Theil 1 s decomposition of forecast erro~ 
Fraction due to bias 
Fraction due t' regression 
Fraction due to residual variance 

5190. 
• 967 

441. 
1. 36 

4570. 
2610. 

13. 1 
• 623 

• 934 

• 0269 

2. 38 

• 774 
• 118 
• 107 

Model: LAEORB = a + b DIRPERB 

standard Error of the Regression: 
Adjusted R-Squared: 
F-Statistic: 
Du::-bin-Watson Statistic: 
E s ti mate of a : 

Standard E~ror: 
Estimate of b: 

Standard Error: 

Prediction Results 

Correlation coefficient between actual 
and predicted values 

Root mean squared error divided by the 
mean of the actual values 

M9an absolute percentage error 
(in percent) 

Theil's decomposition of forecast error 
Fraction due to bias 
Fraction due tJ regression 
Fraction due to residual variance 
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4570. 
• 956 

329. 
1. 71 

-4130. 
3020. 

9. OS 
• 499 

.962 

.0175 

1. 35 

• 324 
• 214 
• 462 



ratios of root mean squared errors to tha means of the act u

al values are very small, as are the mean absolute percent

age errors. While the Theil decomposi~ion for total over

head costs is similar to those in Table 9 above, this decom

position fo~ labor-related overhead costs is clearly moving 

in the desired diraction. 

for these two categories cf 

appears to b~ quite good. 

He~ce, the predictive capa bility 

ove=head costs for contractor B 

This prediction procedure requires 

personnel in order to gene~ate the 

:stimates of 

es~imates of 

direct 

overhead 

costs. There are at least two alternative ways of generat-

ing these estimates of direct personnel. A fi~st approach 

is to use the estimates of direct labor hours which are cur

rently used by contractor and government es~imators to pro

duce estimates of all direct costs. Using data concerning 

amount of ov~rtime worked, these estimates of direct labor 

hours can then be converted !nto estimatas of direct person

nel. Alternatively, the above p~ocedure could be derived 

using direct labor hours, also a good predictor of total and 

labor-related overhead costs, as the e~plana~cry variable. 

The estimates of direct labor hours could ~hen be di=ectly 

input into the p~ediction process. 

A second general approach tJ estimating direct personnel 

is to use scme o~her even mor~ readily-available variable to 

attemp~ to predict direct personnel. 

most available is units cf output. 
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:. h e contractors, th~ most straightforward approach of re-

gressing direc~ personnel on units of output of t.ype 1, 

units of output of type 2, etc., proJ.uced a surprisingly 

high R-squared statistic of .84. In general, however, some 

assumptions about the producti~n t~chnol~gy will be neces

sary in order to utilize this approach. Also, this approach 

requires a larger sampl~ size than that utilizad in the 

above approach since it estimates a largar number of coeffi-

cien ts. Work is continuing in this area. 

~YMM!ll 

The s~atistical models for analyzing overhead costs which 

have been presented in this paper have yielded, in general, 

excellent structural results. Additionally, preJictive 

analyses were undartak~n of the best structural models. 

These predictive analyses showed that reasonable predictions 

are possible for one contractor and tha~ excellent pre-

dictions are available for the oth~r. These results indi-

cate that this entire procedure may yield fruitful results 

when applied to ether contractors. 

A comparison of the structural results for the two con

tractors showed that they have statistically indistinguisha

ble variable total overhead costs when using direct person-

n e 1 as t he ex plan at or y 

despite the differences 

variable. This indicates that, 

in overall structure of the two 

fi rms, there is a great similarity in the outcomes of the 

personnel assignment and costing processes. 
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It was see::1 that cornputer-rela~e d cos ~s 3.::e no~ 

explainable using ~ny of the v~riables ~vailable f::c m ...... 
·- n ~ s 

sample. Contrary to general perceptions, ~~ was s?en ~hat 

these costs did not account f~r an inc:::as~ng p:: o por ~ ~o n o f 

overhead costs over the period of this s3.mple. 

It should be noted that labor-related cos~s fo:: these two 

firms accoun~ed for the majority of t~tal overhead cos~s. 

In such rela~ively labor-intensive operat~ons, it is natu::-al 

that personnel-rElated variables should be a strong de~e::mi-

nant cf ~otal overhead costs ~s well as labor-related over-

head costs. Therefore, more extensive use of capital, espe-

cially automated machinery, than was observed in this sample 

m~y result in personnel-related va::i.ables being less po ·,.,er-

:ul det:rminar.ts of total overhead costs ~h~n occu::-red here. 

The above r:::sults indicate that overhead, a-1:. least for 

this sample, tends tc fellow vari~tions in output levels. 

This suggests that a production-function ~nalysis of t hese 

~nd similar :irms nay offer an alternat~ve to ~he more t::a-

di tional approaches for modeling the =ost a~ tribut es of 

these firms. Th: productio::1-function ~pproach of :e:: s the 

capability ~o directly estimate and predict a l l of the in-

:eresting ccst att::ibutes of the firm. 

necessary in this area to evalu~te the ~1vant ages and disad-

v~n~ages of the al~ernative approaches f or estimat.~:lg ar:.d 

predic~ir:g costs of ~hese and similar f~rm s . 
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